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Abstract
This paper describes the method employed to build a machine-
readable pronunciation dictionary for Brazilian Portuguese.
The dictionary makes use of a hybrid approach for converting
graphemes into phonemes, based on both manual transcription
rules and machine learning algorithms. It makes use of a word
list compiled from the Portuguese Wikipedia dump. Wikipedia
articles were transformed into plain text, tokenized and word
types were extracted. A language identification tool was devel-
oped to detect loanwords among data. Words’ syllable bound-
aries and stress were identified. The transcription task was car-
ried out in a two-step process: i) words are submitted to a set
of transcription rules, in which predictable graphemes (mostly
consonants) are transcribed; ii) a machine learning classifier is
used to predict the transcription of the remaining graphemes
(mostly vowels). The method was evaluated through 5-fold
cross-validation; results show a F1-score of 0.98. The dictio-
nary and all the resources used to build it were made publicly
available.

Index Terms: pronunciation dictionary, grapheme to phoneme
conversion, text to speech

1. Introduction
In many day-to-day situations, people can now interact with
machines and computers through the most natural human way
of communication: speech. Speech Technologies are present
in GPS navigation devices, dictation systems in text editors,
voice-guided browsers for the vision-impaired, mobile phones
and many other applications [1]. However, for many languages,
there is a dire shortage of resources for building speech tech-
nology systems. Brazilian Portuguese can be considered one
of these languages. Despite being 6th most spoken language in
the world [2], with about 200 million speakers, speech recogni-
tion and speech synthesis for Brazilian Portuguese are far from
the current state of the art [3]. In this paper, we describe the
method employed in building a publicly available pronuncia-
tion dictionary for Brazilian Portuguese which tries to diminish
this scarcity.

The dictionary makes use of a hybrid approach for
grapheme to phoneme conversion, based on both manual tran-
scription rules and machine learning algorithms, and aims
at promoting the development of novel speech technologies
for Brazilian Portuguese. Hybrid approaches in grapheme to
phoneme conversion have been applied successfully to other
languages [4][5][6][7]. They have the benefit of taking ad-
vantage from both knowledge-based and data-driven methods.
We propose a method in which the phonetic transcription of a
given word is obtained through a two-step procedure. Its pri-

mary word list derives from the Portuguese Wikipedia dump of
23rd January 2014. We decided to use Wikipedia as the primary
word list for the dictionary for many reasons: i) given its ency-
clopedia nature, it covers wide-ranging topics, providing words
from both general knowledge and specialized jargon; ii) it con-
tains around 168,8 million word tokens, being robust enough for
the task; iii) it makes uses of crowdsourcing, lessening author’s
bias; iv) its articles are distributed through Creative Commons
License. Wikipedia articles were transformed into plain text,
tokenized and word types were extracted.

We developed a language identifier in order to detect loan-
words among data. It is a known fact that when languages
interact, linguistic exchanges inevitably occur. One particu-
lar type of linguistic exchange is of great concern while build-
ing a pronunciation dictionary, namely, non-assimilated loan-
words [8]. Non-assimilated loanwords stand for lexical bor-
rowings in which the borrowed word is incorporated from one
language into another straightforwardly, without any translation
or orthographic adaptation. These words represent a problem
to grapheme-to-phoneme (G2P) conversion since they show or-
thographic patterns which are not predicted in advance by rules
or which are too deviant to be captured by machine learning
algorithms. Many algorithms have been proposed to address
Language Identification (LID) from text [9][10][11][12]. Since
our goal is to detect the language of single words, we employed
n-gram character models in the identifier, given its previous suc-
cess in dealing with short sequences of characters.

Brazilian Portuguese Phonology can be regarded as syllable
and stress-driven [13]. In fact, many phonological processes in
Brazilian Portuguese are related to or conditioned by syllable
structure and stress position [14]. Vowel harmony occurs in
pretonic context [15], posttonic syllables show a limited vowel
inventory [13], nasalization occurs when stress syllables are fol-
lowed by nasal consonants [16], epenthesis’ processes are trig-
gered by the occurrence of non-allowed consonants in coda po-
sition [17] and so on and so forth. Therefore, detecting syllable
boundaries and stress is of crucial importance for G2P systems,
in order to achieve correct transcriptions. Several algorithms
have been proposed to deal with the syllabification in Brazilian
Portuguese. However most of them were not extensively eval-
uated nor were made publicly available [18] [19] [3] [20]. For
this reason, we implemented our own syllabification algorithm,
based directly on the rules of the last Portuguese Language Or-
thographic Agreement [21].

Word types recognized as belonging to Brazilian Por-
tuguese by the language identifier were transcribed in a two-
step process: i) words are submitted to a set of transcription
rules, in which predictable graphemes (mostly consonants) are
transcribed; ii) a machine learning classifier is used to predict
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Figure 1: System architecture for building the pronunciation
dictionary.

the transcription of the remaining graphemes (mostly vowels).
All the data were subsequently revised. Figure 1 summarizes
the method.

2. Method
2.1. Primary Word List

We used the Portuguese Wikipedia’s dump of 23rd January
2014 as the primary word list for the pronunciation dictionary.
In order to obtain plain text from the articles, we employed
WikiExtractor [22]; it strips all the MediaWiki markups and
metadata forms. Afterwards, texts were tokenized and unique
words types extracted. The Portuguese Wikipedia has about
168,8 million word tokens and 9,7 million types, distributed
among 820,000 articles. With the purpose of avoiding mis-
spellings, URLs and other spurious data, only words with fre-
quency higher than 10, which showed neither digits nor punc-
tuation marks were selected.

2.2. Language Identifier

A Language Identifier module was developed in order to de-
tect loanwords in the pronunciation dictionary. The Identifier
consists of a Linear Support Vector Machine Classifier [23] and
was implemented in Python, through Scikit-learn [24]. It was
trained on a corpus made of the 200,000, containing 100,000
Brazilian Portuguese words and 20,000 words of each of the fol-
lowing languages: English, French, German, Italian and Span-
ish. All of these words were collected through web crawling
News’ sites and were not revised. We selected these languages
because they are the major donors of loanwords to Brazilian
Portuguese [25]. From these words we extracted features such
as initial and final bi- and trigraphs; number of accented graphs,
vowel-consonant ratio; average mono-, bi- and trigraphs prob-

ability; and used them to estimate the classifier. Further details
can be found in the website of the Project1. After training, we
applied the classifier to the Wikipedia word list with the purpose
of identifying loanwords among data. The identified loanwords
were then separated from the rest of words for later revision, i.e.
they were not submitted to automatic transcription.

2.3. Syllabification algorithm and stress marker

Our syllabification algorithm follows a rule-approach and is
based straightforwardly on the syllabification rules described in
the Portuguese Language Orthographic Agreement [21]. Given
space limitations, rules were omitted from this paper as they
can be found in the website of the project, along with all the
resources developed for the dictionary. As for the stress marker,
once the syllable structure is known in Brazilian Portuguese,
one can predict where stress falls. Stress falls:

1. on the antepenultimate syllable if it has an accented
vowel <á,â,é,ê,ı́,ó,ô,ú>;

2. on the ultimate syllable if it contains the accented vowels
<á,é,ó> or <i,u>; or if it ends with one of the following
consonants <r,x,n,l,z>;

3. on the penultimate syllable otherwise.

2.4. Transcriber

The transcriber is based on a hybrid approach, making use of
manual transcription rules and an automatic classifier, which
builds Decision Trees. Initially, transcription rules are applied
to the words. The rules covers not all possible graphemes to
phoneme relations, but only those which are predictable by con-
text. The output of the rules is what we called the intermediary
transcription form. After obtaining it, a machine learning classi-
fier is applied in order to predict the transcription of the remain-
ing graphemes. Figure 2 gives an example of the transcription
process.

tecnológico tec-no-ló-gi-co

tec-no-ʹló-gi-cotek-no-ʹlɔ-ʒi-kʊ 

tɛk-no-ʹlɔ-ʒi-kʊ 

Word Input

tɛk-no-ʹlɔ-ʒi-kʊ 

Syllabifier

Stress MarkerTranscr.Rules

Decision Tree 
Classifier Word Output

Figure 2: Example of the transcription procedure – in grey:
graphemes yet to be transcribed; in black: graphemes already
transcribed.

The rules’ phase has two main goals: guarantee the correct
transcription of certain predictable graphemes (mostly conso-
nants) and also ensure the alignment between graphemes and
phones for the classifier. They were set in order to avoid over-
lapping and order conflicts. Long sequences of graphemes, such

1http://nilc.icmc.usp.br/listener/aeiouado
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as triphthongs, contextual diphthongs and general diphthongs
are transcribed first (e.g. <x-ce>→[-se]). Then graphemes in-
volving phones that undergo phonological processes are tran-
scribed (e.g. <ti>→[tSi], <di>→[dZi]). After that, sev-
eral contextual and general monophones are transcribed (e.g.
<#x>→[S], <#e-x>→[#e-z]).

On what regards to the classifier, it was developed pri-
marily to deal with the transcription of vowels. In Brazilian
Portuguese, vowels have a very irregular behavior, specially
the mid ones. Therefore the relations between the vowels’
graphemes and their corresponding phonemes are hard to pre-
dict beforehand through rules. Consider, for instance, the words
“teto” (roof) and “gueto” (ghetto); both are nouns and share ba-
sically the same orthographic environment. However the for-
mer is pronounced with an open “e” ["tE.tU] and the latter with
a closed one ["ge.tU]. The classifier employs Decision Trees,
through an optimised version of the CART (Classification and
Regression Trees) algorithm and was implemented in Python,
by means of the Scikit-learn library [24].

The algorithm was trained over a corpus of 3,500 words
phonetically transcribed and manually revised, with a total of
39,934 instances of phones. The feature extraction happened
in the following way. After reviewing the data, we obtained
the intermediary transcription form for each of these words
and aligned them with the manual transcription. Then, we
split the intermediary transcription form into its corresponding
phones and, for each phone, we extracted the following infor-
mation: i) the phone itself; ii) 8 previous phones; iii) 8 follow-
ing phones; iv) the distance between the phone and the tonic
syllable; v) word class – parts of speech; v) the manually tran-
scribed phone. We considered a window of 8 phones in order
deal with vowel harmony phenomena. By establishing a win-
dow with such length, one can assure that pretonic phones will
be able to reach the transcription of the vowels in the stressed
syllable. The classifier was applied to all 108,389 words cate-
gorized as BP words by the Language Identifier module, all of
them were cross-checked by two linguists with experience in
Phonetics and Phonology.

3. Results
The Portuguese Wikipedia has about 168,8 million word tokens
and 9,7 million types, distributed among 820k articles. After
applying the filters to the data, i.e. words with frequency higher
than 10, with no digits nor punctuation marks, we ended up with
circa 238k word types, representing 151,9 million tokens. Table
1 describes the data.

Table 1: Portuguese Wikipedia Summary – Dumped on 23rd Jan-
uary 2014.

Word Tokens Word Types
Wikipedia 168,823,100 9,688,039
Selected 151,911,350 238,012
% Used 90.0 2.4

The selected words covers 90,0% of the Wikipedia con-
tent. Although the number of selected word types seems too
small at first glance, one of the reasons is that 7,901,277 of the
discarded words were numbers (81,5%). The remaining dis-
carded words contained misspellings (dirijem-se – it should be
dirigem-se), used a non-Roman alphabet (λóγω), were proper
names (Stolichno, Zé-pereira), scientific names (Aegyptophite-

cus), abbreviations or acronyms (LCD, HDMI).
As for the language identifier, we trained and evaluated it

with the 200,000 words multilingual corpus. The corpus con-
sists of 100,000 Brazilian Portuguese words and 20,000 words
from each of the following languages: English, French, Ger-
man, Italian and Spanish. All of these words were collected
through web crawling News’ sites and were not revised. The
results obtained for the identifier, through 5-fold cross valida-
tion are described in Table 2.

Table 2: Results from the Language Identifier module – Training
Phase.

Precision Recall F1-score Support
BP words 0.85 0.89 0.87 100,000

Foreign Words 0.88 0.84 0.86 100,000
Avg/Total 0.86 0.86 0.86 200,000

The classifier showed an average F1-score of 0.86. Al-
though such result is not as good as we expected – some authors
reported 99% by using similar methods with trigrams probabil-
ity, the relatively low F1-score can be explained given the nature
of the data. In most language identifiers, the input consists of
texts or several sentences, in other words, there is much more
data available for the classifier. Since we are working with sin-
gle words, the confusion of the model is higher and the results
are, consequently, worse. Additionally, because the word list
used to train the identifier was not revised, there is noise among
the data. After training and evaluating the classifier, we applied
it to the selected word list derived from the Wikipedia, in order
to detect loanwords. Table 3 describes the results gathered.

Table 3: Results from the Language Identifier module –
Wikipedia word list.

Wikipedia word list
BP words 108,370 (46%)

Foreign Words 129,642 (54%)
Total 238,012

As one can observe, although we established a frequency
filter to avoid spurious words, many loanwords still remain.
More than half of the word list selected from Wikipedia con-
sists of foreign words. Notwithstanding that, the list of Brazil-
ian Portuguese words is still of considerable size. For instance,
the CMUdict [26], a reference pronunciation dictionary for the
English language, has about 125,000 word types.

Concerning the syllabification algorithm and the stress
marker, we did not evaluate them in isolation, but together with
the transcriber since the rules for each of these modules are
intertwined. That is to say the transcription rules are strictly
dependent on the stress marker module and the syllable iden-
tifier. Besides, the Decision Tree Classifier is built upon the
output of the transcription rules, so it is entirely dependent on
it. The Decision Tree Classifier was trained over a corpus of
3,500 cross-checked transcribed words, containing 39,934 in-
stances of phones. We analyzed its performance through 5-fold
cross validation, the results for each individual phone are sum-
marized in Table 4.

As it can be seen, the method achieved very good results,
with a F1-score of 0.98. Many segments were transcribed with
100% accuracy, most of them were consonants. As it was ex-
pected, the worst results are related to mid vowels [E, e, O, o],
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Table 4: Results from the Transcriber – Training Phase.

Precision Recall F1-score Support
syl. boundary 1.00 1.00 1.00 9099

stress 1.00 1.00 1.00 3507
p 1.00 1.00 1.00 760
b 1.00 1.00 1.00 357
t 0.99 0.99 0.99 1135
d 0.99 0.99 0.99 1148
k 0.99 0.99 0.99 978
g 1.00 1.00 1.00 298
tS 0.98 0.98 0.97 450
dZ 0.96 0.96 0.96 243
m 1.00 1.00 1.00 668
n 1.00 1.00 1.00 556
ñ 1.00 1.00 1.00 69
f 1.00 1.00 1.00 311
v 1.00 1.00 1.00 531
s 0.98 0.98 0.98 2309
z 0.93 0.94 0.93 416
S 0.84 0.84 0.84 138

k.s 0.72 0.64 0.66 41
Z 1.00 1.00 1.00 196
l 1.00 1.00 1.00 682
L 1.00 1.00 1.00 58
R 1.00 1.00 1.00 1388
h 0.98 0.99 0.99 737
H 0.97 0.92 0.94 169
w 0.97 0.98 0.97 441
w̃ 0.98 0.99 0.99 309
j 0.97 0.95 0.96 223

j̃ 0.95 1.00 0.98 110
a 1.00 1.00 0.99 2316
@ 0.99 0.99 0.99 1093
E 0.65 0.68 0.66 275
e 0.93 0.91 0.92 1779
i 0.98 0.99 0.98 2073
I 0.97 0.97 0.97 365
O 0.69 0.75 0.71 220
o 0.93 0.92 0.93 1112
u 0.96 0.96 0.96 488
U 1.00 1.00 1.00 1033
ã 1.00 1.00 1.00 719
ẽ 0.96 0.97 0.97 497

ĩ 0.99 0.99 0.99 274
õ 0.97 0.96 0.97 299
ũ 0.94 0.92 0.93 64

Avg/Total 0.98 0.98 0.98 39934

specially mid-low vowels, [E] showed a F1-score 0.66 and [O]
of 0.71. It can be the case that since the grapheme context is the
same for [E, e] and [O, o], the Decision Tree classifier general-
izes, in some cases, to the most frequent phone, that is the mid-
high vowels [e,o]. The transcriber also had problems with the
[k.s] (F1-score: 0.66) and [S] (F1-score: 0.84). This result was
also expected, both these phones are related to the grapheme
<x> which, in Brazilian Portuguese, shows a very irregular
behavior. In fact, <x> can be pronounced as [S, s, z, k.s], de-
pending on the word: “bruxa” (witch) [S], “próximo” (near) [s];
“exame” (test) [z] and “axila” (armpit) [k.s].

4. Final Remarks
We presented the method we employed in building a pronun-
ciation dictionary for Brazilian Portuguese. High F1-score val-
ues were achieved while transcribing most of the graphemes in
Brazilian Portuguese and the dictionary can be considered ro-
bust enough for Large Vocabulary Continuous Speech Recog-
nition (LVCSR) and Speech Synthesis. Although the rules we
developed are language-specific, the architecture we used for
compiling the dictionary, by using transcription rules and ma-
chine learning classifiers, can be successfully replicated in other
languages. In addition, the entire dictionary, all scripts, algo-
rithms and corpora were made publicly available.

5. Acknowledgements
Part of the results presented in this paper were obtained through
research activity in the project titled “Semantic Processing of
Brazilian Portuguese Texts”, sponsored by Samsung Eletrônica
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