Abstract

The wide availability of personal computers and word processors have greatly contributed for the popularization of tools for automatic text correction. While the use of traditional symbolist techniques of implementation of spelling and grammar checkers are now well established, the introduction of alternative technology does not stop of growing. The use of neural networks is a good example of these alternatives. This work makes a comparative study between symbolist and connectionist paradigms in the task of automatic detection of a particular kind of error in Brazilian Portuguese texts: the use of  ‘crase’  ​​- contraction of the preposition ‘a’ and the article ‘a’.  The grammar checker ReGra was used as the symbolist tool and two models of neural networks were built (Backpropagation and Elman) through the use of  the Sttutgart Simulator. The goal of the work is not to determine the better paradigm for this task, but to analyze the performance of the involved models in order to integrate them in an architecture which can capture the best of them. 

