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ABSTRACT: Aiming at offering an alternative tool for minimizing the language barrier to an effective global scale flow of information through the Web, this paper explores some potentialities and limitations of a particular formal artificial language devised to encode natural language text-sentence information – the interlingua language called Universal Networking Language (UNL) –, by presenting its building blocks, discussing the encoding process itself, and the "deconverter”, an automatic sentence generator that transforms abstract UNL sentence representations into Brazilian Portuguese sentences.
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1. Introduction

It is a fact that the Internet brought an easy and affordable access to information retrieval to the worldwide public. But it is also a fact that it was essentially a bare-bones infrastructure, with no really easy ways to store or retrieve data. Although some technical keystones have dramatically changed the way documents are to be encoded and have provided the Web users with the intuitive, neural structure of hypertext, the overwhelming task of developing feasible computer applications that focus on the automatic processing of information encoded in natural language texts is an open end question. 

An ideal solution to this bottleneck could come up with the development of machine translation systems. Unfortunately, the state of the art in this field is such that computer comprehension and generation of text still have a long way to go before presenting a high-quality fully automated output. An alternative technology is to explore the task of encoding and decoding natural language text information by means of particular computer programs which resort to devising a global-scale formal language that encodes the meaning of a subset of natural language texts for practical purposes. We will take up the latter.

Aiming at minimizing the language barrier for an effective global scale flow of information through the Web, research and development teams around the world are developing converters and decoders for several languages, using a global-scale formal language named Universal Networking Language (henceforth UNL) [3]. Accordingly, this paper describes the methodology employed in implementing the Brazilian Portuguese UNL decoder. Before addressing issues akin to the decoder itself in Section 3, a brief introduction to the UNL approach is given in Section 2. The results from decoding are analyzed in Section 4, while the conclusions and further work are highlighted in Section 5.

2. The interlingua language UNL

The interlingua language UNL provides a unique formalism for representing a subset of the semantic contents of written sentences of natural languages. In particular, UNL is a metalanguage devised to describe the informal aspects of sentence meaning in a sense very close to that. 

2.1 The UNL building blocks

The UNL building blocks are (see [3] and [10] for further details): 

• a set of Universal Words (UWs), i.e., a "theoretically universal dictionary of conceptual-words", a "UW dictionary", to which every word or expression of a natural language, that is every headword, is to be linked;

• a set of binary Relation Labels (RLs), i.e., a set of theoretically universal semantic and grammatical relations that hold between pairs of sentence components or between UWs; 

• a set of Attribute Labels (ALs), i.e., a set of language-specific attributes that specify particular values of grammatical and pragmatic features of individual UWs.

SYMBOL 149 \f "Times New Roman" \s 12 \h formulas of the type RL(UW1,UW2)

2.1.1. The Universal Words (UWs)

Each UW is designed to express a unique meaning. As English is a worldwide well-known and well-studied language, the English words were used as both the starting point for the specification of each UW and the labeling device.  Accordingly, each "entry" of the "universal dictionary of conceptual-words", that is each UW, is represented either by an English word that conveys its generic meaning in the English language or by an English word plus restrictions. Thus, the same English word can give rise to several UWs. Consequently, ambiguities arising from homography or homonymy may be eliminated. For example, the English word "book" gives rise to several UWs: UW1=book, UW2=book(icl>publication), UW3=book(=account), and UW4=book(obj>room). UW1 is generic. It represents all the meanings of the English word "book". The remaining UWs have restricted meanings: "book as a publication", "book as used in account systems", and the verb "book" with the meaning of "making a reservation". In Section 3.1, examples of UWs are given and their corresponding Portuguese headwords.

2.1.2. The Relation Labels (RLs)

RLs express binary semantic relations between UWs within a sentence or between UWs. Its formal representation is a formula of the type RL(UW1,UW2), where UW1 and UW2 are inter-related through the semantic relation indicated by RL. There are several classes of RLs, some of which are described below. 

• RLs between sentence components:

Agent (agt): "one agent that causes a volitional action". The agent is an animate object with intentions.

English sentence: The rabbit runs.

UNL representation: 
agt(run.@present,rabbit.@def).

Object (obj): "one object that is affected by an action or a change".

English sentence: Peter eats apples.

UNL representation: 
agt(eat.@present,Peter ), 




obj(eat.@present,apple.@generic.@pl).

Other RLs between sentence components include Attributive Object, Method,

Time, Beneficiary, Possessor. 

• RLs between UWs:

Inclusion (icl) for representing hyperonymy as in icl(dog, animal), or meronymy (relation part-whole) as in icl(arm,human_body). 

Synonym (= or equ) for representing equivalent meanings between UWs, as in =(book,account).

2.1.3. Attribute Labels (ALs)

ALs are used for specifying the relevant grammatical and pragmatic feature values of each sentence component. Features such as number, gender, tense, aspect, focus, modality, for example, are encoded by means of ALs. The representation of a UW with n attribute labels has the following form: UW.@attrib1.@attrib2.....@attribn, where the symbol @ stands for attribute flag, and attribn for a place holder for the value of the attribute. Analogously to the RLs, there are different classes of ALs: 

• ALs that specify the reference type of a UW:

@generic: indicates that the UW encodes "generic reference".

@pl: indicates that the UW encodes "plural but not generic reference".

English sentence: Peter eats apples.

UNL representation:
agt(eat.@present,Peter ), 




obj(eat.@present,apple.@generic.@pl).

@def: indicates that the UW encodes "definite specific reference". 

English sentence: Peter closed the door. 

UNL representation: 
agt(close.@past,Peter),

 


obj(shut.@past,door.@def)

Other ALs include @indef, which indicates that the UW encodes "indefinite specific reference" and @not, which encodes complementary information in the logical sense.

• ALs that encode verb tense:

@past: "event in the past"

@present: "event in the present".

@future: "event in the future"

• ALs that express aspect:

@begin-soon: "event that will begin".

English sentence: The airplane is about to land.

UNL representation: agt(land_in.@begin-soon,plane.@def).

@begin-just: "event that has just began".

English sentence: The game has just started.

UNL representation: obj(start.@begin-just,game.@def).

Other examples of ALs expressing aspect include @end-soon, for events that will end soon, @end-just, for events that have just finished, @progress, for events that are still in progress, and @repeat, for repetition of a given event which involves the same agent/object.

• ALs that express pragmatic information:

@focus: encodes the focus of a sentence.

English sentence: It was you who left?

UNL representation: agt(leave.@entry.@interrogation.@past, you.@focus)

Other ALs for expressing pragmatic information include: @emphasis, @topic, @intention, @recommendation, etc. Some of the ALs above are applied to intra-sentential components while others apply to the whole sentence. In the former case, the AL is associated with the specific component modified by it. In the latter, the AL is associated with the UW that expresses the main predicate of the sentence. More complex combinations of UWs may also be expressed by ALs. Furthermore, distinct natural languages may require different sets of attributes. In this case, UNL allows for the subcategorization of ALs by inclusion of new attributes, and therefore the specificities of a given language can be treated.

2.2 Example of a UNL sentence

This example was extracted from part of the UNL corpus [11] that has been used as a testbed for testing the "deconverter" implementation. This part of the UNL corpus contains approximately 20 sentences from the text of ref. [3], which were also codified in UNL. Figure 1 shows the UNL encoding of the following sentence:

Long ago, in the city of Babylon, the people began to build a huge tower that seemed to reach the heavens. 


Figure 1. An example of a UNL sentence

It is worth noting that the RLs are expressed by  mnemonic representations, and so are the ALs. Therefore, an abstract UNL sentence representation corresponding to a natural language sentence consists of a set of formulas, each of which encoding specific semantic and grammatical relations between UWs within the sentence, and whose component UWs are each individually enriched with a set of particular values of its grammatical and pragmatic features. 

3. The Portuguese UNL decoder 

In the UNL Project, the research teams may benefit from a decoder produced by IAS/UNU, the so-called DeCo [12]. We have adopted DeCo as the core for decoding abstract UNL sentence representations into Brazilian Portuguese. In order to use DeCo in a decoding system, one must provide it with both lexical and grammatical information of the natural language under consideration, the target natural language. DeCo, shown in Figure 2, basically comprises two processes: i) resolution of semantic relations between the UWs that are contained in the abstract UNL sentence representation, which is seen as a nodenet, together with the resolution of their grammatical attributes; and ii) control over windows in a nodelist that contains information to be processed in operations specified by decoding rules until the sentence in the target language is generated.

DeCo uses a "Headword Dictionary" (described below) and works according to a set of rules that map the abstract UNL sentence representation to structures of the target language. These rules specify modifications in the nodelist in order to generate the target natural language sentence. The decoder is, therefore, a language generation system whose input is a logic-based formal representation encoding the core meaning of a particular natural language sentence and whose output is a sentence in a particular target natural language.
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Figure 2. DeCo System

3.1. The UW-Portuguese headwords dictionary 

The UNL Center made available a "theoretically universal dictionary of conceptual-words", a "UW dictionary", containing approximately 220.000 UWs that were generated from a set of 95.000 distinct English words. The entries in Figure 3 illustrate the contents of the UW dictionary. The entries for a given word in English correspond to its different meanings. It should be noted that semantic restrictions are imposed to the most generic UW ("threaten", in this example), which delimits its meaning giving rise to distinct headwords in the target language. Such restrictions usually involve relation labels (e.g. agt, obj, icl, equ) and other UWs (e.g. danger, human, trouble).

The UW dictionary for Brazilian Portuguese has approximately 63,000 entries, i.e. Portuguese headwords that are associated with UWs. Though the dictionary will have to be extended, it already covers a considerable part of the language, since the choice of UWs to treat first was based on a selected list of 2000 English words listed in the Longman dictionary [13], which are considered as the most representative words that are used to define all the 66.000 entries in the Longman dictionary. According to the authors, such a set of words cover quite satisfactorily the demands of native English speakers during verbal communication; they aim at general use purposes and are employed broadly by English speakers. 

In establishing the headwords for generic UWs, use was made of an electronic English-Portuguese dictionary. For more specific (restricted) UWs, in addition to employing well-known English-Portuguese dictionaries, we also made use of the Wordnet software, along with its corresponding ontology. Furthermore, in order to get the most adequate matching between a Brazilian Portuguese headword and its corresponding UW, that is its specific meaning, use was made of an electronic Portuguese dictionary [14]. The philosophy adopted in selecting the Brazilian Portuguese headwords was to avoid polysemy - whenever possible - within a particular family of restricted UWs derived from the same generic UW. The headwords were categorized according to their syntactic class, their grammatical features, and their semantic attributes. Though the abstract UNL sentence representation itself already includes some semantic information, the inclusion of semantic information in the dictionary is helpful to disambiguate syntactic structures in the decoding process. Grammatical attributes were attached to the whole set of 32.000 UWs using an electronic lexicon for Brazilian Portuguese [14]. Semantic attributes, however, had to be included manually in the dictionary. This was done for ca. 1.000 UWs that appeared in the UNL Corpus and the UN Charter. Furthermore, information on frequency and priority of headwords were also included for the automatic processing purposes





[]{} “threaten” ();




[]{} “threaten(agt>human,obj>danger)” ();




[]{} “threaten(agt>human,obj>entity)” ();




[]{} “threaten(agt>human,obj>human)” ();




[]{} “threaten(agt>human,obj>trouble)” ();




[]{} “threaten(icl>event)” ();




[]{} “threaten(icl>event,obj>human)” ();

Figure 3. Entries in the UW dictionary for the English word “threaten”

The final format for the UW dictionary can be seen in Figure 4. Tests made with DeCo have shown that it is more convenient to adopt a dictionary of analyzed forms of the headwords. That is, the headwords in the dictionary will also be represented according to their roots, as shown in Figure 4. However, for nouns, adjectives and verbs, both analyzed and non-analyzed forms will be available so that words can be generated with the correct gender and number. In the following, a simplified version of the grammatical attributes for each category of headword is presented.


smooth(aoj>movement)

[perfeit] {} perfeito "smooth(aoj>movement)"(stem,plural,1arg,rege(de)(em)) <P,0,0>;

communication(icl>connection)

[transmissão] {} transmissão communication(icl>connection"

(stem,^alomorfe,fem,2arg,rege(a)(para)(por)(de),deverbais,comum) <P,0,0>;

[transmissõ] {} transmissão "communication(icl>connection)"

(stem,alomorfe,plural(es),2arg,rege(a)(para)(por)(de),deverbais) <P,0,0>;

Figure 4. Examples of analyzed and non-analyzed lexical entries

3.2 Interpreting Rules

Once a UW is chosen to be processed, the headword dictionary is looked up before the application of any generation rule. The goal of looking up the headword dictionary is to associate the node information to the UW: its headword, the corresponding UW, and its grammatical attributes. Once information corresponding to the UW at hand is fully retrieved, DeCo begins searching for applicable generation rules in order to proceed to the construction of the target natural language sentence. In this way, chosen generation rules are those more likely to allow for the derivation of a grammatical sentence in the target natural language. Generation rules are applied only to the nodes in the nodelist,  but the status of both the nodelist and the nodenet are taken into account during decoding.

The generation process is carried out under the control of two types of windows: generation windows (G) and condition windows (C) (cf. Figure 5 - DeCo configuration for generating "O povo construiu uma torre imensa"). The left (LW) and the right (RW) generation windows look into the contents of the nodelist, specially into the grammatical features of each node at the windows; the condition windows look into the neighbors of the generation windows to verify context in the generation process and to check the grammatical features of the nodes in question. In checking the neighboring nodes on both sides of the generation windows, condition windows support further modifications of the nodelist, by bringing about information on the feasibility of application of a specific generation rule. Together, both types of windows provide information to look for generation rules that match the current status of the nodelist.

When applied, those rules produce the following alterations of the nodelist (not necessarily exclusive): a) modification of the nodelist by updating the contents of the current nodes (adding, or extracting, some of their grammatical attributes); b) insertion of a new node  (either from the nodenet or from elsewhere) in a position that is relative to the generation windows. After an insertion or a modification, a movement of the generation windows can also happen. 

Figure 5 shows the status of the nodelist and the nodenet in the beginning of the decoding process of a UNL sentence containing three relation labels (agt., obj., aoj) involving three UWs (people, tower, huge) – the following notation shows this in a simplified way:

agt([UW=build], [UW=people]);

obj([UW=build], [UW=tower]);

aoj([UW=tower], [UW=huge]).

When decoded into Portuguese, the UNL sentence gives rise to "O povo construiu uma torre imensa".

Insertion of nodes in the nodelist which are not present in the nodenet aims at describing special conditions of a UW, e.g., suffixes signalizing verb tense, such as "ed", or blanks between words. This type of insertion concerns mostly the occurrence of modifiers of the nodes already present in the nodelist and it is signaled by means of a grammatical feature initiated by "!". Such device triggers a special process of resolving grammatical features. For example, the token !present triggers the generation of the lexical item derived from a verb in the infinitive form by adding present tense features.
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Figure 5. DeCo’s configuration during the generation of  “O povo construiu uma torre imensa”
In general, we can summarize the application of the generation rules in the following way: the inclusion of nodes in the nodelist is chosen on the basis of a) the content of the LW and the RW; b) the neighboring nodes of such windows; and c) the node of the nodenet which is a potential candidate to go into the nodelist. In Figure 5, the node [UW=build] is the first node moved from the nodenet to the nodelist – the AL @entry indicates this priority.  There is only one UW having this AL, and it is the first one to be moved to the nodelist. According to the above description, the syntax of DeCo’s generation rules comprises three different patterns, as follows (M can stand for L, R, : or ?, respectively representing left and right movement of both generation windows, alteration of grammatical attributes of the nodes pinpointed by the generation windows, and backtracking):

1) attribute modification:

{condition:action:relation:role}M{condition:action:relation:role}

2) insertion (of nj) on the left of any generation window:

"condition:action:relation:role"M{condition:action:relation:role}

where relation links the node pinpointed by one of the generation windows, say ni, to a node in the nodenet, say nj, and ni and nj satisfy the conditions to apply the generation rule. When insertion of a node in the nodelist is carried out, the indicated actions take place.

3) insertion on the right of any generation window:

{condition:action:relation:role}M"condition:action:relation:role"

This insertion is similar to the previous, but the node from the nodenet is now inserted on the right. A backtracking process can happen over the choice of a headword or over the generation rules (returning back to a previous state to match a different rule), but never on the insertion of a node in the nodelist. 

Any movement of the generation windows always happens after the application of the rule. Both windows move together, i.e., if one goes to the right, so does the other, and vice-versa. Moreover, if no rewriting action occurs in the node of the LW, the position of the generation windows remains unchanged. The association of information provided by the condition and the generation windows allows for addressing context dependency.

3.3. The Portuguese UNL generation rules

In the UNL formalism, two types of morphosyntactic manifestations can occur between sentence components: those arising from semantic relations (expressed in UNL as RLs) and those arising from grammatical attributes (expressed in UNL through ALs). RLs and ALs are expressed through distinct grammatical constructions in Brazilian Portuguese. The grammatical manifestations of the UNL representation were mapped to the linguistic constructions of Portuguese, for each RL and AL. This was done by comparing 20 UNL sentences from the corpus provided by UNU/IAS [11] with the corresponding, stylistically correct Portuguese sentences. The use of a high quality translation - rather than a literal one - was shown to be important for an effective mapping. For the RLs, the grammatical expressions result in syntactic relations among phrasal components or semantic relations among pairs of components in a UNL sentence. For the ALs, on the other hand, the grammatical expressions in Brazilian Portuguese contain morphosyntactic characteristics of the lexical items. Therefore, in addition to the lexical items we also obtained the syntactic specification from the semantic relations. For instance, the agt RL is more frequently manifest as the subject of a sentence, so that this RL will be realized as the subject.  It should be stressed that the UNL-Brazilian Portuguese correspondence obtained here depends on the corpus employed, and should not be considered as representative of the language as a whole. Further studies will be required for the generalization of the mapping, which will certainly demand a more extensive corpus. Anyway, experiments in a small testbed corpus are justified since the UNL language is itself subject to revision. In the following, a summary of the results from the RLs and ALs mapping in Brazilian Portuguese is shown (see [3] or [10] for details). Table 1 illustrates some of the predominant association between RLs and Portuguese syntactic categories. In fact, in some cases, there was no predominance, but insufficient information to confirm the addressed association. This confirmation will be subject of future investigations. The complete correspondence table can be found in [10]. Table 2 shows the set of ALs found in the corpus sentences as well as their corresponding morphosyntactic manifestations.

Table 1:  Main syntactic manifestations of RLs in Portuguese
RLs
More Frequent

Syntactic Categories



Morphosyntactic Categories










Soj
Subject



auxiliary verb (or not) - abstract or concrete nouns










Obj
direct object



verb - common names acting as object










Agt
Subject



verb - animate noun or personal pronoun










Aoj
noun adjunct



noun - adjective










Tim
time adverbial



verb - adverb or adverbial expression 










Mod
noun adjunct and adverbial 



several word classes










Ppl
adverbial 



verb – adverbial 










Opl
direct object



verb – noun










Pos
noun complement



noun – prepositional phrase










Seq
coordination



two verbs in different sentences










Gol
direct object or indirect, 

noun complement, coordination 



no syntactic linearity 










Man
adverbial 



verb - adverb or adverbial expression










Ptn
indirect object



verb – pronominal expression










Table 2: Main ALs’ Syntactic Manifestations in Portuguese

Als
 Function
Linguistic Manifestation

Entry
Main node of simple sentences or a hierarchy between clauses of a

Sentence
predicator head: verb, head of the verbal predicate or subject complement in sentences with the verb ser (to be). In compound sentences, the verb that expresses consequence with respect to its antecedent  proposition.

Present,

Past, future
Time
verbal predicates or nominal predicates



Pred
Predicative UW
head of a verb phrase or head of a nominal predicate 

Begin-soon
Event is about to begin
time adverbial

Apodosis
Could, should, would
conditional clause 

Ability
Ability and capability of doing things
the verbs: “poder” and “ser capaz de”

State
State of event finished with a remaining result
simple past 

Progress
Event is progressing
verbal expression estar + gerund form of the main verb (-ndo)

Complete
Completion of an event
simple past 

Def
Definite article
definite article

Indef
Indefinite article
indefinite article

Pl
Plural
the -s morpheme and its allomorphs 

Sub
Time dependency flag 
coordinate elements of a noun phrase 

Not
Complement
negation of a verb or negation predicators of a lexical item 

The specification of generation rules yielded a set of generic rules, even though it was based on the sentences of the IAS/UNU corpus. Therefore, the generation rules can be applied to several domains to decode UNL sentences in Brazilian Portuguese. The generation rules for the DeCo system fall into four categories:

(i) Insertion on the left 

Example:

"[o],art,def,masc,sing:::":[s,masc,sing,!def:!def:::]P50;

     
      initial state of the nodelist: menino


      final state of the nodelist:   o menino

(ii) Insertion on the right 

Examples:

{v,stem,1pes,plural,fut,subj,5,!conjuga:-!conjuga::}:"[armos],dmt,dnp:::"P50;


      initial state of the nodelist: cant


      final state of the nodelist:   cantarmos

{v,vtd,ação,>obj,npred:->obj,+>od::}:"s,<obj:-<obj,+nod:obj:"P100;

      
      initial state of the nodelist: constr


      final state of the nodelist: constr torre

(iii) Alteration of attributes 

 Example:

 {suj,masc:::}:{adj,psuj,!concorda(gen):-!concorda(gen),+masc::}P175;


      initial state of the nodelist: menino bonit


      final state of the nodelist:   menino bonit(>masc)

(iv) Backtracking

Example:

{:::}?{plural(alomorfe),@pl:::}P250;

                   initial state of nodelist: intenção

                   final state of nodelist: intenção

4. Results

In specifying decoding rules for Brazilian Portuguese to run under the DeCo system, the following approach was adopted: 1) Relation Labels (RLs) and Attribute Labels (ALs) have been mapped onto morphosyntactic structures in Brazilian Portuguese [3]. 2) Morphological rules for word inflection have been specified, amounting to more than 5.000 rules. The large number of rules for covering morphology is commented upon below. 3) Finally, we have already specified around 500 decoding rules for Brazilian Portuguese. These rules have been tested by using the DeCo system, as illustrated in the sample sentence to be presented later. The rules are distributed as shown in Figure 6. The large number of rules for insertion on the left is due to the generation of  inflected forms for the verbs, since there are 5247 rules for generating all verb forms. On the other hand, there is only one backtracking rule which points to non determinism and affects positively

the computational performance.

Insertion on the right:  0.48% 

Insertion on the left: 97,8%

Alteration of attributes: 1,6%

Backtracking: 0.01% (one rule)

Figure 6. Distribution of the different types of generation rules

In step 1, i.e. the mapping of RLs and ALs onto morphosyntactic structures, we initially employed as the testbed the 20 initial sentences of the UNL corpus [3]. In order to guarantee specified rules that actually generate stylistically correct Brazilian Portuguese, the mapping process was based on human translation of the mentioned sentences into Brazilian Portuguese. Even though a specific, very limited corpus was employed in the mapping process, the decoding rules specified for DeCo were meant to be as general as possible. Indeed, this was confirmed when DeCo was used to generate Brazilian Portuguese sentences from the UN Charter. It should also be stressed that a byproduct of this mapping task was the specification of grammatical and semantic attributes that needed to be incorporated in the Brazilian Portuguese Headword Dictionary. 

Concerning step (2), the large number of morphological rules arises because all possible types of verbs in Brazilian Portuguese have been treated, including the irregular verbs that correspond to a variety of roots. Although the current number of rules is considerably high, it is likely to decrease under the use of a new version of DeCo, since it includes a feature that allows a more efficient choice of the adequate verbal form for irregular verbs. Changes in the rules are currently under way. The decoding of a sample sentence is shown below.

English sentence: “It shall function in accordance with the annexed Statute, which is based upon the Statute of the Permanent Court of International Justice and forms an integral part of the present Charter.”

UNL representation (UNL-BR):

obj(function(icl>event).@entry.@pred.@obligation,court(icl>judiciary place):01.@def)

man(function(icl>event)@entry.@pred.@obligation,in_accordance_with(icl>manner)) 

obj(in accordance with(icl>manner), statute(fld>law):01.@def)

aoj(annexed, Statute(fld>law):01.@def)

obj(base(icl>event).@pred, statute(fld>law):01.@def)

bas(base(icl>event).@pred, statute(fld>law):02.@def)

mod(statute(fld>law):02.@def, court(icl>judiciary place):02.@def)

aoj(permanent(icl>state), court(icl>judiciary place):02.@def)

mod(court(icl>judiciary place):02.@def, justice(equ>judiciary))

aoj(international(icl>state), justice(equ>judiciary))

and(form(equ>constitute).@pred, base(agt>organization,icl>set, ppl>place).@pred)

obj(form(equ>constitute).@pred, statute(fld>law):01.@def)

gol(form(equ>constitute).@pred, part(icl>quantity).@indef)

aoj(integral(icl>state), part(icl>quantity).@indef)

mod(part(icl>quantity).@indef, charter(icl>document).@def)

aoj(present(icl>state), charter(icl>document).@def)

Portuguese (DeCo’s output): “A corte funcionará de acordo com o estatuto anexo que se baseia no estatuto da corte permanente de justiça internacional e constitui uma parte integrante da carta presente.”

By way of illustration, we present some other English sentences that have been manually encoded into UNL (encoding not shown) and automatically decoded into Portuguese using DeCo: 

Long ago, in the city of Babylon, the people began to build a huge tower, which seemed about to reach the heavens.

As pessoas há muito tempo começaram a construir na cidade de Babilônia uma torre imensa que pareceu quase alcançar os céus.

Aware of the people's intentions, God became angry and so He created a polyglot of languages so that they would no longer be able to communicate with each other.

Deus ciente das intenções das pessoas ficou irado e ele então criou uma multiplicidade de línguas para não mais elas  serem capazes de comunicar um com o outro.

Consequently, the tower was unfinished, and earned fame in the Old Testament as the Tower of Babel.

Conseqüentemente a torre continua inacabada e a torre ganhou fama no Velho Testamento como a torre de Babel.

That well-known story aside, there are as many as 3,000 different languages spoken on the earth today, depending on how you count them.

Afora aquela história bem conhecida cerca de 3000 línguas diferentes hoje faladas na terra existem dependendo de como você as conta.

The generation of complex sentences such the above shows the generating potentialities of the UNL approach. Furthermore, it illustrates that the DeCo system - incorporating the rules specified in the scope of the UNL-BR project - can already generate high quality sentences in Brazilian Portuguese.

It must be stressed that the sentences above were generated under “ideal conditions”, that is, encoding was manually made and accurate, as was the choice of UWs and Portuguese headwords. Though such an output represents an achievable accuracy, it is unlikely that that could be reached under ordinary conditions, for several reasons, as follows. The UNL encoding, even if prepared manually, might differ depending on the interpretation of the UNL specification, as experiments with the different teams have demonstrated that interpretation is not always uniform. Moreover, there is evidence that UNL encoding has a degree of language dependency [13]. This difficulty in reaching a uniform encoding also applies to the choice of UWs to represent the concepts involved in a given sentence. And last, but not least, an accurate output depends on a dictionary that has all restricted UWs fully treated, which may only be reached – even approximately – in not to short a future as the total number of UWs is tremendously large (over 1,000,000). Below, we show an output from Deco in a case that not all restricted UWs had been treated and then the Portuguese headwords had to be chosen from a more generic UW. It is seen that accuracy already decreases just because of limitation of the UW dictionary.

In the final game, the spectators had to wait until the 70th minute for the first goal to be scored: Antonin Puc sent the Czech team into the lead.

Deco’s Output:

Os espectadores tiveram que esperar até o minuto de 70th no jogo final para ser marcado o primeiro gol: Antonin Puc enviou o time tcheco para a liderança.

5. Conclusions and Further Work

The UNL Project is an effort to minimize the language barrier that hampers the flow of communication through the Web, has been offering a sound interlingua-like approach that has an advantage when compared to classic formal languages, i.e. those which use either a pre-defined order of analysis (e.g. left-to-right) or which use formal relations amongst the linguistic units. This advantage is the construction of a practical description of many of the crucial aspects of sentence meaning, identifying the morphological and syntactical correspondence between semantic and grammatical relations, as involved in the processing of the superficial structure of sentences [4]. UNL currently provides the researcher with 35 relation labels (RLs) representing the core semantic relations that hold between the universal words (UWs) that make up the abstract UNL sentence representations of a small corpus. In order to be implemented as software tools, which can be incorporated into WWW browsers, UNL must have a sufficiently wide scope to address any subject or field domain. 

Accordingly, the necessary increase in scope and flexibility of the UNL representation language should be the subject of future investigations, which will need to consider both the language-related details to be included and the computational effort required to process the additional semantic concepts. We consider that the present configuration of UNL is powerful enough to address the semantic and linguistic variations found within a wide range of subject domains, and also believe that since UNL attempts to minimize dependency on the linguistic content of specific domains, it will allow the creation of textual structures generic enough to be used on the Web. Even considering its current limitations, UNL can be used for the fast development of useful applications such as tools for coding and decoding homepages, where the content is normally generic and context-independent, as well as tools for automatic summarization and indexing of large quantities of text, in various languages.

Besides the constant development of the lexical specification and generation rules, the next stage of this work will involve the development of the converter. Although significant parts of this work have already been performed (construction of a machine readable Brazilian Portuguese dictionary and the morphosyntactic linking between Brazilian Portuguese and UWs), it is a well-known fact that the construction of a converter, which involves natural language analysis, is an enormous challenge.
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tim(begin(icl>event).@entry.@pred.@past, long_ago)


nam(city(icl>place).@def, Babylon(icl>city))


ppl(begin(icl>event).@entry.@pred.@past, city(icl>place).@def)


agt(begin(icl>event).@entry.@pred.@past, people(icl>human).@def)


obj(begin(icl>event).@entry.@pred.@past,


build(equ>construct,agt>human,obj>structure).@pred)


agt(build(equ>construct,agt>human,obj>structure).@pred,


people(icl>human).@def)


obj(build(equ>construct,agt>human,obj>structure).@pred,


tower(icl>building).@indef)


aoj(huge(aoj>entity), tower(icl>building).@indef)


aoj(seem(icl>event).@pred.@past, tower(icl>building).@indef)


obj(seem(icl>event).@pred.@past,


reach(gol>entity,obj>entity).@pred.@begin-soon)


obj(reach(gol>entity,obj>entity).@pred.@begin-soon,


tower(icl>building).@indef)


gol(reach(gol>entity,obj>entity).@pred.@begin-soon, heaven(ant>hell).@def.@pl)
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