Can the syntactic realization be detached from the syntactic analysis during generation of natural language sentences?
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Abstract

In text generation, the hierarchical representation of natural language sentences is commonly used in the linearization process, due to its explanatory power concerning syntactic phenomena such as word order in the sentence, agreement, government, anaphora resolution, topicalization, and decisions about floating or omission of groups of words. In this article, we discuss the need of such a level of linguistic description for linearizing and regularizing Portuguese sentences. We argue that, although the tree structure is a fundamental tool for describing and explaining countless grammatical constructions, it can be put aside in text generation, provided that the input to the generator be a reticulated semantic representation and generation algorithms be sensitive to the priority of application of the linearizing rules.

1. Introduction
It is now widely accepted that natural language sentences can be represented by tree structures, in that they can be subdivided in constituency groups hierarchically organized by means of the same initial symbol (Chomsky, 1957). For example, instead of representing the sentence The boy bought a book by a list or sequence of words (The,boy,bought,a,book), one often analyzes it according to two functional groups - the subject [The boy] and the predicate [bought a book]. These, in turn, can also be analyzed according to their constituency: the determiner [The] and the head of the subject [boy], the head of the predicate [bought] and the direct object [a book]. The success of such an approach, today hegemonic, is due to its explanatory power. For it makes it possible to explain prominent syntactic phenomena, which could not otherwise be accounted for. These phenomena include word order, agreement, government, anaphora resolution, topicalization, and decisions about floating or omission of groups of words in the sentence.

This work focuses on whether such a level of linguistic description is really necessary for the linearization of natural language sentences. In particular, at which extent is the syntactic representation imperative in the linearization and regularization of Portuguese sentences. Is it not possible to generate a well-formed Portuguese sentence from a reticulated semantic representation, without necessarily mapping this representation onto a syntactic tree? Even recognizing that tree structures are fundamental for describing and explaining countless grammatical constructions, we argue that they can be put aside for generating sentences in Portuguese, provided that: (1) the input to the generator is a semantic network (not necessarily ordered) and (2) the generation algorithm is sensitive to the priority in the application of linearizing rules. This work reports on the implementation of a specific set of decodification rules: the ones developed during 1997 by NILC (Núcleo Interinstitucional de Lingüística Computacional) for DeCoL Version 1.0. The work was carried out within the Universal Networking Language (UNL) Project, under the auspices of the Institute of Advanced Studies of the United Nations University (IAS/UNU).

In the following, we present an illustration of a sentence generation and give examples of generation rules which apply to semantics, syntactic regularization, and morphology in that process. Also discussed is the interdependence between the syntactic representation and the linearization and regularization of Portuguese sentences. 

2. Interdependence between syntactic representation and the linearization and regularization of sentential components

We consider the UNL semantic representation (Figure 1) of the following English sentence:

Sentence 1: Long ago, in the city of Babylon, the people began to build a huge tower, which seemed about to reach the heavens.

The above representation mirrors a set of triples whose arguments refer to the UNL vocabulary. The expression that comes before the parentheses (tim, nam, ppl, etc.) signals the semantic relationship between the expressions inside the parentheses. Expressions signaled by ".@" (entry, pred, past, etc.) indicate grammatical attributes of the semantic relation arguments. The UNL lexicon, which is intended as a non-ambiguous version of the English vocabulary, comprises a generic part, i.e., the English dictionary entries (begin, city, build, etc.) and a specific part, according to the UNL ontological position of the word (icl>event, icl>city, etc.)
. These restrictions are aimed at distinguishing between different meanings of a given English word (Dias-da-Silva, 1998). 

Since humans supervise the codification of any natural language sentence into UNL, the semantic representation of English sentences is not problematic. However, the question remains of how one may automatically produce well-formed Portuguese sentences from the UNL code, i.e. using only semantic information with no a priori syntactic features. The answer to this question seems trivial. With no knowledge about style and pragmatics, we could choose a canonical distribution for sentences in Portuguese and fill in the gaps. We could assume, as we did above, that the semantic relation of agent (agt) is preferably realized by the subject component in Portuguese sentences (hence: Os homens construíram uma torre - The men built a tower; and not: Uma torre construíram os homens – A tower built the men). We could also assume that the time relation (tim, in UNL) is mapped onto an adverbial adjunct that usually comes last in the sentence. Hence: Os homens construíram uma torre há muito tempo - The men built a tower long time ago; and not: Há muito tempo os homens construíram uma torre – Long time ago the men built a tower. Such assumptions would lead to the generation of a syntactic pattern, supposedly default, for the Portuguese language. So, for the UNL sentence in Fig. 1 the following would be produced: As pessoas começaram a construir uma torre imensa que parecia quase alcançar os céus na cidade de Babilônia há muito tempo. (People began building a huge tower which seemed to reach the heavens in the city of Babylon long time ago).

However, the UNL code is redundant as far as syntax is concerned. Information is duplicated because the semantic representation, to the correctness sake, cannot – at least in UNL – use the available syntactic tools to avoid redundancy. This is particularly the case of ellipses and pronouns. From the syntactic viewpoint, it is unnecessary to say that the noun phrase “as pessoas” (People) is related to two events: one signaled by “começar” (begin), and the other signaled by “construir” (build). Such a relationship is provided by the very same sentence structure, which can pinpoint gaps that are semantically relevant (e.g., “começar a __ construir” - begin __ building). Similarly, the repetition of “uma torre” (a tower) in “Os homens construíram uma torre” (The men built a tower) and “Uma torre alcançava os céus” (A tower reached the heavens) is avoided syntactically by using the pronoun “que”, or “a qual” (Os homens construíram uma torre que alcançava os céus - The men built a tower that reached the heavens). This is a powerful enough structure to retrieve the semantic meaning of the referred component.

Therefore, there are reasonable differences between the available semantic representation and that effectively needed for the syntactic linearization. For this reason, if code linearization observed only the filling-up of previously determined gaps, we would not have a real sentence in Portuguese, but something like: As pessoas começaram as pessoas construir uma torre imensa uma torre parecia uma torre quase alcançar os céus na cidade de Babilônia há muito tempo. (People began people building a huge tower a tower seemed a tower almost reach the heavens in the city of Babylon long time ago). This is not, definitely, an acceptable result in generating Portuguese. There is a semantic excerpt that must be filtered, for the sentence to be well formed. Redundancy filtering may happen, in principle, in one of the following phases of the linearization process:

· Before initiating linearization itself, by comparing semantic relations and suppressing extra information. There would be, in this case, a kind of re-codification, in which the original codifying process would not be strictly semantic, but already semantic-syntactic.

· During linearization, by introducing constraints to the filling-up the gaps process.

· During regularization of the sequence already linearized and, thus, after identifying excessive information that must be suppressed.

There would be, therefore, at least three alternative ways to avoid ungrammatical constructions. The selection of the most adequate depends on the generation algorithm. In the UNL Project, the generation algorithm resembles a Turing machine. This is a generic tool designed by the coordinators of the Project (UNL-Center), in Japan, and supplied to all UNL Project subscribers (UNL, 1997). Its general specification allows for strategies that are necessarily diverse to linearize sentences in all natural languages, including non-Indo-European ones. The machine allows for two contiguous generation windows and an infinite number of condition windows. All it does is: (1) to see the semantic net (node-net), i.e., the semantic representation of the sentence in UNL, as illustrated in Figure 1; (2) to employ a node-list for linearization; (3) to insert words in the node-list, to the left or to the right of any word already under one of the generation windows; (4) to handle contiguous word attributes in the node-list; and (5) to go back to the last decision point (conditioned to an induced backtracking). Due to structural limitations, the tool cannot: (6) handle or modify the semantic network; (7) change words already inserted in their positions in the node-list, except by means of backtracking strategies; (8) insert more than one word at once, and, mainly, (9) focus simultaneously on non-contiguous words in the node-list.

In order to employ DeCOL, a very diversified set of rules had to be specified, comprising four modules responsible for the linguistic processing, namely: the semantic module, which focuses upon the insertion of the lexical items from the UNL sentence; the syntactic module, which solves the grammatical attributes of those items; the morphological module to deal with suffixation; and the graphical module for inserting punctuation signs and blanks between words. For example, let us analyze the generation of the Portuguese sentence from decodification of the UNL sentence in Figure 1:

In the above sentence, the agent relationship between the verb begin and the noun people is established, as follows:

agt(begin(icl>event).@entry.@pred.@past, people(icl>human).@def)
The decodification tool performs the following tasks:

(1) It inserts automatically in the list the argument that holds the grammatical attribute .@entry for “begin” in the UNL code, which is the root come
, corresponding to “begin” in Portuguese. Then it applies several rules:

(2) {:::}{@past:-@past,+pret,+tempo-e::}P250, which assigns to come the past tense, thus solving the attribute .@past);

(3) <agt:-<agt,+nom,+agt:agt:"{v,>agt:->agt,+>nom,+!concorda::}P190,

which (a) inserts the second term of the agt relation (in this case, pessoas to the left of the first argument - come - already inserted); (b) assigns to pessoas the nominal case (+nom) and the agent function (+agt); and (c) indicates the agreement between the first and the second terms (!concorda). 

(4) {:::}{!concorda:-!concorda,+!concorda(num),+!concorda(gen),+!concorda(pes)::}P250, which unfolds agreement into number, person, and gender agreement;

(5) {nom,plural:::}{>nom,!concorda(num):-!concorda(num),+!num,+plural::}P240,

which realizes the number agreement, assigning to come the trace +plural;

(6) {s,nom:::}{>nom,!concorda(pes):-!concorda(pes),+3pes,+pes::}P240

which realizes the person agreement, assigning to come the trace “third person”;

(7) "[as],art,def,fem,plural:::"{s,fem,plural,!def:-!def::}P120, which inserts the determiner as to the left of pessoas, thus solving the trace .@def);

(8) {espaço,^blk:+blk::}"[ ],BLK:::}P40, which inserts a blank between as and pessoas;

(9) {espaço,^blk:+blk::}"[ ],BLK:::}P40, which inserts a blank between pessoas and come;

(10) {v,stem,num,pes,tempo-e,modo,^!conjuga:+!conjuga::}{^dmt,^dnp:::}P240, which signs the need to proceed to suffixation of the verb come, based on its traces;

(11) {v,stem,3pes,plural,pret,dur,ind,perf,15,!conjuga:-!conjuga::}"[çaram],dmt,dnp:::"P50,

which introduces the suffix çaram to the right of the root come, for generating the Portuguese word começaram.

As a result of the application of such rules, we have the following expression in Portuguese:

as pessoas começaram

(people began)
The example above shows that the filtering of the semantic redundancy in a tool like DeCOL employed here is possible only in real time, i.e., during the insertion of lexical items of the node-net in the node-list. By definition, the tool cannot handle (i.e., simplify) the node-net and can only modify the node-list by means of backtracking. This makes it impossible, in many ways, to isolate the processing of extra semantic information. There are no means to suppress redundant information before or after the linearization process. So, it must occur during linearization. However, how can we specify that a certain lexical item must not be inserted in a given position, if we know only the attributes of those lexical items that are its neighbors in the list? Moreover, under the same conditions, how can we teach the tool that the lexical item must be replaced by a pronoun?

The sort of difficulty referred to shows that, among the tool limitations, one is specially serious. It concerns (9) above: the tool imposes a linear treatment of natural language sentences (hence node-list), in contrast to the usual tree structuring in traditional linguistic studies. If one can only see two words at a time when they are neighbors, one looses the structural view in which non-contiguous terms can be inter-related. A range of syntactic phenomena is ignored, which are fundamental to generate well-formed sentences. Since the generation windows can only move together, there is no way to realize, for example, the agreement or government binding between words that are not immediately related. Apparently, the tool could not deal with any kind of interleaved heads, which would impair the regularization even of simple sentences, such as “Os meninos da escola saiu” (The boys of the school left), in which the subject and the predicate heads are separated by a noun adjunct (da escola).  

This limitation can be overcome by structuring the sentence in another way. For, if the organization of the lexical items cannot be done at the sentence level because the tool sees it as a list, or only as an ordered sequence of words, this must be done in the linearization process itself. That is to say, during the coming back and forth between the semantic net (node-net) and the list (node-list) for linearizing the sentence. Although the structural limitations of the tool prevent the sentence spatial organization, there must be a temporal ordering by means of assigning priorities to word insertion in the node-list. Instead of inserting all the words in the list and, only then, regularizing those according to spatial phenomena, it becomes mandatory to make the insertion hierarchical, in such a way that the sentence be regularized during its very own production. In this way, the insertion of heads must take place before the insertion of adjuncts, and agreement and government binding must be done before the linearization process is over. In the example above, this can be done by means of rules that (1) firstly, insert “meninos” and “saiu”; (2) secondly, realize the agreement between these words; and (3) finally, insert the remaining words. This can be reasonably achieved by specifying priorities of rule application, identified by P’s at the end of each rule, e.g. P190 or P50 above.

The ordering in the insertion and realization of agreement and government in real time can overcome, without great difficulty, the absence of a hierarchical representation that intermediates the processing of both the semantic net and the syntactic list, in order to produce single sentences. The example shows that syntactic relationships can be established (and treated) temporally, instead of spatially. This may sound weird, because time is not treated as a relevant category in traditional syntax. All the agreement and government relations are said to happen between syntactic positions rather than between syntactic “moments” of the sentence. In traditional syntax it does not matter whether the noun has been inserted later or before the verb. The binding relations cannot be traced on real-time, but as a consequence of the whole sentence structure. Depicting the subject of a sentence, or binding it to the predicate, for instance, has nothing to do with the order of insertion. This is mainly because traditional syntax is committed not towards a theory of performance, or use, but towards a theory of competence, of knowledge. 

Nevertheless, we are circumscribed to real-time generation, without any possibility of preprocessing the node-net, or previously recognizing redundancy and repetition, or moving the words in the node-list. And so our set of rules cannot count on distributional-like or tree-like sentence structures. The decisions must be taken during sentence production, at the surface level, and then time becomes the most important category to consider. Assigning priority to the rules means, at the end of the day, introducing time as the syntactic main operator in the sentence. In summary, the structural limitations of the tool do not prevent it from work properly. Designed to operate on lists, it can, even if roughly, deal with tree structures, as it is commonly accepted in natural language processing. 

Evidence that a temporal organization may lead to excellent results is provided by the generation of well-formed sentences such as that of Figure 2, which corresponds to the UNL representation of Figure 1:

As pessoas há muito tempo começaram a construir na cidade de Babilônia uma torre imensa que pareceu quase alcançar os céus.

The generation was based upon a set of 360 syntactic rules and 38 morphological rules - excluding rules for verb suffixation - 
, and the approach adopted here is being tested successfully in a corpus containing 400 sentences of authentic text coded in UNL. 

3. Conclusion

The results from the decodifying process, using DeCoL to produce sentences in Portuguese, show that syntactic analysis is not compulsory when proceeding to syntactic regularizing. Agreement, government, the treatment of holy syntactic positions (for ellipses construction), and pronominal reference can be focused upon with no recall to the corresponding syntactic structures. This is possible provided that the input to the generation process is a reticulated semantic representation, such as the UNL one. Also, a generation algorithm must be available, which can organize the application of insertion rules for lexical items and rules of attribute modification, as provided by DeCoL. 

In summary, it is only a matter of conceiving syntactic regularization as a temporal, and not spatial, phenomenon.
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[S]


;Long ago, in the city of Babylon, the people began to build a huge tower, which seemed about to reach the heavens.


tim(begin(icl>event).@entry.@pred.@past, long ago)


nam(city(icl>place).@def, Babylon(icl>city))


ppl(begin(icl>event).@entry.@pred.@past, city(icl>place).@def)


agt(begin(icl>event).@entry.@pred.@past, people(icl>human).@def)


obj(begin(icl>event).@entry.@pred.@past, build(equ>construct,agt>human,obj>structure).@pred)


agt(build(equ>construct,agt>human,obj>structure).@pred,


people(icl>human).@def)


obj(build(equ>construct,agt>human,obj>structure).@pred, tower(icl>building).@indef)


aoj(huge(aoj>thing), tower(icl>building).@indef)


aoj(seem(icl>event).@pred.@past, tower(icl>building).@indef)


obj(seem(icl>event).@pred.@past, reach(gol>thing,obj>thing).@pred.@begin-soon)


obj(reach(gol>thing,obj>thing).@pred.@begin-soon,


tower(icl>building).@indef)


gol(reach(gol>thing,obj>thing).@pred.@begin-soon, heaven(ant>hell).@def.@pl)


[/S]


Figure 1: UNL representation of an English sentence








As pessoas há muito tempo começaram a construir na cidade de Babilônia uma torre imensa que pareceu quase alcançar os céus.


(People, long time ago, began building in the city of Babylon a huge tower that seemed to reach the heavens)





Figure 2: Decodification of the UNL representation of Sentence 1
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� For details on the vocabulary and the UNL syntax, see (UNL, 1996).


� It is interesting to observe that, to avoid excessive backtracking, we chose to segment more deeply the Portuguese words, in such a way that we could treat all the verbal forms as regular and, thus, we could avoid any kind of root alomorphism.


� Moving rules are also applicable, which displace the generation windows to the right or to the left. For this reason, they also allow the insertion of words at different positions in the list.


� For further details on the set of decodification rules, see (Martins et al., 1998).
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