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Abstract

This paper focus on the compilation of a Brazilian Portuguese machine tractable dictionary which is employed for generating well-formed sentences using an interlingua approach. This interlingua, called Universal Networking Language (UNL), provides an abstract representation of the semantic contents of individual natural language sentences. With regard to lexical representation, UNL makes use of "Universal Words" (UWs) which express specific meanings, so that English words are disambiguated by imposing semantic restrictions and can give place to multiple UWs. The Brazilian Portuguese dictionary was built by associating Portuguese headwords to 32.000 UWs deriving from a list of 2000 English words from the Longman dictionary which are considered as the most representative words to define all the entries in that dictionary. The headwords are categorized according to their syntactic class, their grammatical features, and their semantic attributes. The rationale adopted in associating headwords to UWs is discussed and samples of the dictionary are presented.

1. Introduction

The aim of the Universal Networking Language (henceforth UNL) research is to provide an alternative technology of exploring ways of encoding and decoding natural language sentence information by means of particular computer tools [1]: UNL encoders, which are meant to convert natural language sentence information into abstract UNL sentence representations, and UNL decoders, whose task is to convert abstract UNL sentence representations into well-formed natural language sentences. This paper, in particular, focus on the compilation of robust BP-MTD (Brazilian Portuguese Machine Tractable Dictionary) for generating well-formed Brazilian Portuguese sentences from abstract UNL sentence representations.

Accordingly, the paper looks at the nature of a lexicon assumed by feature-based natural language models, which underlie the UNL approach to sentence processing, and deals with the overall organization and representation of lexical knowledge that is required to generate Brazilian Portuguese sentences within this particular framework. Before addressing issues akin to the compilation of the BP-MTD itself in Section 4, a brief introduction to the representation of lexical knowledge is given in Section 2, and an overview of the UNL approach to lexical representation is presented in Section 3. The concluding remarks are highlighted in Section 5.

2. Representation of lexical knowledge

Three outstanding linguistic theories have emphasized the centrality of the lexicon by acknowledging that sentence structure is generally predictable from word meanings: Chomsky's generative grammar [2,3], Gazdar's Generalized Phrase Structure Grammar [4], and Bresnan's Lexical-Functional Grammar [5,6]. Moreover, Thomas Wasow's overview of the different perspectives adopted by these theoretical approaches concludes that "the problem of acquiring a language, then, reduces largely to learning the meaning of words" [7]. Though he recognizes that there is more to it, he agrees that the core sentence meaning is a projection of the semantics of words. So the organization of a lexicon is a matter of crucial concern. Minimally a lexicon of a natural language generating system has to provide phonological or graphic, morphological, syntactic, and semantic information about the words that it defines [8]. In fact, the Lexical-Functional Grammar Theory poses that lexical items should comprise the following information:

SYMBOL 183 \f "Symbol" \s 15 \h
phonetic and graphic realizations of lexical items;

SYMBOL 183 \f "Symbol" \s 15 \h
syntactic categories;

SYMBOL 183 \f "Symbol" \s 15 \h
selectional restrictions;

SYMBOL 183 \f "Symbol" \s 15 \h
semantic forms;

SYMBOL 183 \f "Symbol" \s 15 \h
grammatical functions;

SYMBOL 183 \f "Symbol" \s 15 \h
thematic roles;

SYMBOL 183 \f "Symbol" \s 15 \h
grammatical relations;

SYMBOL 183 \f "Symbol" \s 15 \h
semantic features such as [+/- generic], [+/- definite], [+/- human], and [+/- concrete]; 

SYMBOL 183 \f "Symbol" \s 15 \h
categories of gender, number, person, case, voice, tense, aspect and mood.

The word form damages, for example, is a verb that subcategorizes for an accusative object NP (acc) and combines with a nominative subject NP (nom). The thematic roles of the subject (SUBJ) and object (OBJ) are Agent and Theme, respectively. The person (PERS) and number (NUM) of its subject can be specified as second person singular (3 and sg); its tense (TENSE), aspect (ASPECT), and mood (MOOD) features are present (pres), non-progressive (non-prog), and indicative (ind). Finally, it has a semantic content: the value of the PRED feature within the quotes is its semantic form. Accordingly, its lexical entry (using the Lexical-Functional Grammar notation) is depicted in Figure 1.

Figure 1: Lexical entry for damages.
3. The UNL approach to lexical representation

The UNL interlingua provides a single representation for the semantic contents of a sentence written in any natural language. It is therefore a metalanguage for describing the core sentence meaning by exploring the basic relations that are encoded by means of formal morphological, syntactic, and semantic objects, and a convenient tool for specifying the semantic forms of the semantic units (word and phrase meanings) that make up a natural language sentence and the propositional content expressed by the sentence itself. In other words, it is rich enough to specify not only what the Lexical-Functional Grammar calls PRED feature values (the semantics of lexical items) but also the machinery to construct the propositional content of individual sentences. UNL is similar to other metalanguages employed in computational linguistics, psychology or linguistics with regard to the description of semantic relations. Albeit limited in scope, UNL provides a practical perspective of a NLP system: that of allowing the treatment of semantic aspects in a systematic way that is independent of the deep knowledge of textual issues. It restricts itself to treating the core meaning of sentences and deals with the description of phrasal meanings according to the traditional approach of associating semantic roles to entities or objects in a phrase. Accordingly, it does not address important aspects involved in communication, such as style, intentionality, rhetoric, etc., which must be taken into consideration by any computational model whose task is to unravel the mysteries of discourse. Therefore, the UNL limitations lead to the exclusion of language reception, which in the UNL Project is left entirely to the reader. In spite of these limitations, UNL allows the recognition of some idioms that are lexicalized on the basis of literal interpretation. This is the most explicit link of UNL in the attempt to cater for connotative meaning.

The UNL interlingua is designed to represent information expressed in natural language sentences unambiguously by means of formal constructs called "Universal Words" (UWs), a system of symbols to represent word meanings, "Relation Labels" (RLs), a set of binary relations to represent relationships between words, "Attribute Labels" (ALs), a system of grammatical features to encode either morphological or syntactic information, a set of formulas of the type RL(UW1,UW2), and a natural language "sentence generator" (G), a tool that resorts to two data bases: a language-specific MTD and a set of generation rules. Actually, the UWs, together with the RLs and the ALs, are the building blocks of the UNL project for they constitute the "conceptual model" for the UNL System. As English is a worldwide spoken language, English words were chosen to both label meanings and stand for symbols to represent information within the system. Accordingly, concepts are labeled either by an ordinary English word or, where necessary, by a "complex representation" that resorts not only to the aforementioned RLs and ALs but also to other UWs in an attempt to specify particular concepts. Both are meant to stand for the meaning or meanings their English counterparts convey. In other words, each UW is intended to represent either a specific meaning (an individual concept) or clusters of meanings (clusters of concepts). 

As the English form "damage", for example, conveys a cluster of meanings UWg (see Figure 2), it is chosen to label such a cluster listed.


Figure 2: The partial cluster of meanings conveyed by the English form "damage".

The concepts are similar to word senses in human-oriented dictionaries, and provide information necessary to discriminate meanings of words. A concept gloss between quotes is provided as guideline. It is an explanation written in natural language for the purpose of assisting the reader in differentiating one concept from another. It should be noted that specific UWs can be derived from the cluster of meanings UWg (see Figure 3):


Figure 3: Specific UWs derived from UWg.

Thus, UWg is labeled "damage" and the more specific ones are labeled by complex representations:

UWg = damage
UW1 = damage(equ>harm)
UW2 = damage(fld>law)
UW3 = damage(icl>expense)
UW4 = damage(obj>honor) = manchar
UW5 = damage(obj>health) = prejudicar
UW6 = damage(icl>event) = danificar-se
The entries for a given word in English correspond therefore to its different meanings. Semantic restrictions are imposed to the most generic UW (damage, in this example). Such meaning constraint devices give rise to distinct headwords in the target language and usually involve the specification of particular relation labels (RLs), e.g. obj (object of a predicate), fld (knowledge field), icl (meaning inclusion), equ (synonymy) and other UWs, e.g. law, expense, honor, health, event. Other RLs between sentence components include attributive object, method, time, beneficiary, possessor, etc.

Since each individual UW expresses a specific meaning, the same English word can give rise to several UWs. Consequently, ambiguities arising from homography or homonymy are eliminated. The UNL Center made available a "theoretically universal dictionary of conceptual-words", a "UW dictionary", containing approximately 220.000 UWs that were generated from a set of 95.000 distinct English words. 

4. The Brazilian Portuguese - Machine Tractable Dictionary (BP-MTD)

Hand crafting lexicons is quite time consuming and connecting its elements with elements of an ontology is an additional nontrivial task. Although, in practice, the building of a lexicon for natural language processing purposes has been considered a necessary evil [10], linguistic theory has demonstrated that it is the keystone to the theory of language. And if "cooperation with those in the fields of linguistics" is essential [11], the burden of tackling such an enterprise must be faced. Moreover, even if the short-term goal is to build large-scale dictionaries for practical natural language processing, improvements that lead to linguistically precise dictionaries should not be overlooked. That is to say that minimally MTDs should mirror part of or all the essential features put forth in section 2. Another point that must be taken into consideration is the use of human-oriented dictionaries, that is dictionaries built for human users, that have benefited from computational lexicography. The Longman Dictionary of Contemporary English (LDOCE) [12], for example, besides being a machine readable dictionary, not only provides reliable data about individual lexical items but its implicit organization and the insights of its lexicographers are of great help in the process of compiling linguistically precise and robust MTDs.

4.1 The starting point

The strategy for compiling the BP-MTD is to work on the selected list of 2000 English words listed in the LDOCE as the most representative words that are used to define all the 66.000 entries in the dictionary. According to the authors, such a set of words cover quite satisfactorily the demands of native English speakers during verbal communication; they aim at general use purposes and are employed broadly by English speakers. The BP-MTD entries are categorized according to their syntactic class, their grammatical features, and their semantic attributes. For the above reasons, we have associated Portuguese headwords to the 26.000 UWs that derive from those 2.000 English words. Additional 6.000 UWs, compiled from the UNL Corpus and the UN Charter, have also been treated, leading to a total of 32.000 headwords. Though the abstract UNL sentence representation itself includes some semantic information, the inclusion of semantic information in the dictionary is helpful to disambiguate syntactic structures in the decoding process. Grammatical attributes were attached to the whole set of 32,000 Brazilian Portuguese headwords using an electronic lexicon for Brazilian Portuguese [13].

In particular, the BP-MTD comprises four types of information: Headwords, Base Forms, two classes of Attribute Labels, Grammatical Features, and the aforementioned Universal Words. The Headwords are the BP-MTD entries. Accordingly, they are the Portuguese word forms, each of which is linked to a Universal Word (UW). They may be either simple words, which cannot be broken down into smaller meaningful units, e.g. the Portuguese noun "alemão", or the roots or stems of complex words, which can be analyzed into constituent units, e.g. the Portuguese verb root aceit-, to which inflectional endings are used to express person, number, tense and mood.

By examining four types of lexical information sources (an English thesaurus, a monolingual English dictionary, a bilingual English-Portuguese dictionary and a monolingual Portuguese dictionary) and other related UWs, we could link a specific Brazilian Portuguese headword to its corresponding UW. Figure 4 illustrates partial headwords (without the specification of the grammatical features dealt with below) we came up with for the UWs derived from the English word "damage".

Figure 4: Sample of partial headwords.

4.2 Further specifications

A characteristic of all human languages is the potential to create new words. The two most common types of word formation are derivation and compounding, both of which create new words from already existing morphemes. The Base Forms are such morphemes. The Attribute Labels fall within the following classes: ALs that limit the range of what a UW can express and ALs that express sentence structure. Additional information such as tense, aspect, or intentionality is also represented through ALs. One AL is represented by a UW followed by the attributes that are identified by the symbol "@". For example, the representation of a UW with n attributes has the following form: UW.@attrib1.@attrib2.....@attribn.

Examples of such ALs are depicted in Figure 5. If no ALs are associated with a given UW, the latter has the most generic meaning of its class. The Grammatical Features are shown in Figure 6.


Figure 5: Sample of ALs.

PARTS OF SPEECH
          FEATURES

noun (s)
gender: masc, fem, 2G

government: rege(a), rege(de),

 etc.

plural(alomorfe), if the plural is

 formed from the allomorphic 

 variant of the root plural(es),

 if the plural is formed by adding

 the suffix–es

Adjective (adj)


verb (v)
inflection class: 1 to 76

transitivity: vtd, vi, vti, vtdi, 

    ligação, auxiliar

class: ação, estado, movimento

prono, if pronominal

Preposition (prep) and prepositional 

expression (locprep)


Conjunction (conj) and conjunctional 

expression (locconj)
-

article (art) and 

preposition + article contraction (prepart)
reference: def, indef

gender: masc, fem

number: sing, plural

adverb  (adv)
-

Pronoun 
propes = personal pronoun 

proind = indefinite pronoun

proint = interrogative pronoun

prorel = relative pronoun

propos = possessive pronoun

prodem = demonstrative pronoun

Others
suf = suffix

SYMBOL = symbol

etc.

Figure 6: Parts of Speech and Grammatical Features.

4.3 A sample

Sample BP-MTD headwords can be seen in Figure 7. Tests have shown that it is more convenient to adopt a dictionary of analyzed forms of the headwords. However, for nouns, adjectives and verbs, both analyzed and non-analyzed forms are available so that words can be generated with the correct gender and number.

Figure 7: BP-MTD sample.

Part of these headwords, together with the set of generation rules, generated the Brazilian Portuguese sentence (a) from the UNL abstract sentence representation (b). Each individual UNL expression can be viewed as a hyper-graph, where UWs are nodes and the RLs are arcs. (c) is the English counterpart of (a).

(a) "A corte funcionará de acordo com o estatuto anexo que se baseia no estatuto da corte permanente de justiça internacional e constitui uma parte integrante da carta presente."

(b) obj(function(icl>event).@entry.@pred. @obligation,court(icl>judiciaryplace):01.@ def)

man(function(icl>event)@entry.@pred.@obligation,in_accordance_with(icl>manner)) 

obj(in accordance with(icl>manner), statute(fld>law):01.@def)

aoj(annexed, Statute(fld>law):01.@def)

obj(base(icl>event).@pred, statute(fld>law):01.@def)

bas(base(icl>event).@pred, statute(fld>law):02.@def)

mod(statute(fld>law):02.@def, court(icl>judiciary place):02.@def)

aoj(permanent(icl>state), court(icl>judiciary place):02.@def)

mod(court(icl>judiciary place):02.@def, justice(equ>judiciary))

aoj(international(icl>state), justice(equ>judiciary))

and(form(equ>constitute).@pred, base(agt>organization,icl>set,ppl>place).@pred)

obj(form(equ>constitute).@pred, statute(fld>law):01.@def)

gol(form(equ>constitute).@pred, part(icl>quantity).@indef)

aoj(integral(icl>state), part(icl>quantity).@indef)

mod(part(icl>quantity).@indef, charter(icl>document).@def)

aoj(present(icl>state), charter(icl>document).@def)

(c) "It shall function in accordance with the annexed Statute, which is based upon the Statute of the Permanent Court of International Justice and forms an integral part of the present Charter."

The generation of complex sentences such as the one above shows the generating potentialities of the UNL approach. Furthermore, it illustrates that the Brazilian Portuguese sentence generator, the DeCo system [14] - incorporating the rules specified in the scope of the UNL-BR project - can generate high quality Brazilian Portuguese sentences.

5 Concluding remarks

The philosophy adopted in selecting the Brazilian Portuguese headwords was to avoid polysemy - whenever possible - within a particular family of restricted UWs derived from the same generic UW. Semantic attributes, however, had to be included manually in the dictionary. This was done for ca. 1.000 UWs that appeared in the UNL Corpus and the United Nations Charter. Furthermore, information on frequency and priority of headwords were also included for the automatic processing purposes. In establishing the headwords for generic UWs, use was made of an electronic English-Portuguese dictionary as well. For more specific (restricted) UWs, in addition to employing well known English-Portuguese dictionaries, use was also made of the Wordnet software, along with its corresponding ontology. Furthermore, in order to get the most adequate matching between a Brazilian Portuguese headword and its corresponding UW, that is its specific meaning, use was made of an electronic Portuguese dictionary.

It was also noted that lexicons supporting language generation should include information about synonyms, antonyms and hyperonyms, which is needed to enhance the expressive power of the lexical selection module. Another generation-related requirement is providing information about syntagmatic collocation constraints on target language lexical units. Collocation constraints, unlike selectional restrictions, are highly idiosyncratic. While tall and high are synonyms, the former collocates with boy but the latter does not. As on-line human-oriented dictionaries are now available and work on automatic compilation of MTDs from machine readable dictionaries has become a well-defined research area, hopes have been raised for the success of a large-scale automatic dictionary acquisition task. For the time being a straightforward strategy is to devise ways of acquiring lexicons in a hybrid environment in which automatic analysis of on-line resources coexists with tools for manual knowledge extraction: computer- and human-initiative knowledge acquisition environment [15]. But we still need to develop sound methodologies for automatic transformation of information in human-oriented dictionaries into a form suitable for a variety of computational applications and for enhancing existing lexical resources and creating new better ones for human users.
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damages V (PRED) = 


‘damage <(SUJ=Agent) (OBJ=Theme)>’


		(SUBJ PERS) = 3


		(SUBJ NUM) = sg


		(SUBJ CASE) = nom


		(OBJ CASE) = acc


		(TENSE) = pres


		(ASPECT) = non-prog


		(MOOD) = ind





Figure 1: Lexical entry for damages





UW1 = "Physical or moral injury that reduces value."  


UW2 = "The estimated money equivalent for detriment or injury sustained."


UW3 = "The money used or needed for a purpose."  


UW4 = "To cause moral injury that reduces value to."


UW5 = "To cause physical injury that reduces value to."


UW6 = "To become damaged."





UWg = {damage


"Physical or moral injury that reduces value."


"The estimated money equivalent for detriment or injury sustained."


"The money used or needed for a purpose."


"To cause injury that reduces value to."


"To cause moral injury that reduces value to."


"To cause physical injury that reduces value to."


"To become damaged."}








UW1: [prejuízo] {} "damage(equ>harm)" ();


UW2: [indenização]{} "damage(fld>law)" ();


UW3: [custo]{} "damage(icl>expense)" ();


UW4: [manchar]{} "damage(obj>honor)" ();


UW5: [prejudicar]{} "damage(obj>health)" ();


UW6: [danificar-se]{} "damage(icl>event) " ();








ALs that restrict the referent of UWs:


@generic: indicates a generic UW. Example: Peter eats apples.


Restrictive ALs: @pl  and @generic


UNL representation: agt(eat.@present,Peter ), obj(eat.@present,apple.@generic.@pl).


@def: indicates that a UW has already been referred to before. Example: Peter closed the door.


UNL representation: agt(close.@past,Peter),  obj(shut.@past,door.@def)


Other ALs used for UWs include @indef, for non-defined UWs that are non-specific but not generic, @pl, "plural but not generic" and @not, representing complementary information in the logical sense.





[a] {} a "to" (prep) <P,0,0>;


[a] {} o "the" (art,def,fem,sing) <P,0,0>;


[a]{} agir "take(agt>human,obj>action)" (19,v,stem,vi,ação) <P,0,0>;


[corte] {} corte "court(icl>judiciaryplace)" (s,stem,fem) <P,0,0>;


[funcion]{} funcionar "operate(obj>organization)" (5,v,stem,vi,estado)<P,0,0>;


[funcion]{} funcionar "function(icl>event)" (5,v,stem,vi,estado) <P,0,0>;


[de acordo com] {} deacordocom "inaccordancewith(icl>manner)" (locprep)<P,0,0>;


[a] {} o "the" (art,def,fem,sing) <P,0,0>;


[estatuto] {} estatuto "statute(fld>law)" (s,stem,masc) <P,0,0>;


[anex] {} anexo "annexed" (adj,stem) <P,0,0>;


[que] {} que "that" (prorel) <P,0,0>;


[que] {} que "which" (prorel) <P,0,0>;


[se] {} se "them" (propes,acu,3pes) <P,0,0>:


[se] {} se "if" (conj) <P,0,0>;


[base]{} basear "base(icl>event)" (32,v,stem,vtdi,rege(em),estado,!pron)<P,0,0>;


[em] {} em "in" (prep) <P,0,0>;


[em] {} em "under(icl>state)" (prep) <P,0,0>;


[em] {} suf "3pesplu" (dmt,dnp) <P,0,0>;


[d] {} de "of" (prep,stem) <P,0,0>;


[permanente] {} permanente "permanent(icl>state)" (adj,stem,2G) <P,0,0>;


[justiça] {} justiça "justice(equ>judiciary)" (s,stem,fem) <P,0,0>;


[internacional] {} internacional "international(aoj>entity)"(adj,sing,2G,plural(alomorfe)) <P,0,1>;


[internacional] {} internacional "international(icl>state)"(adj,sing,plural(alomorfe),2G) <P,0,1>;


[e] {} e "and" (conj) <P,0,0>;


[constitu]{} constituir "constitute" (27,v,stem,vtd,estado) <P,0,0>;


[constitu]{} constituir "form(equ>constitute)" (27,v,stem,vtd,estado) <P,0,0>;


[uma] {} um "a" (art,indef,fem,sing) <P,0,0>;


[uma] {} um "any(equ>a)" (art,sing,fem,indef) <P,0,0>;


[parte] {} parte "party(icl>participant)" (s,stem,fem) <P,0,0>;


[parte] {} parte "party(icl>quantity)" (s,stem,fem) <P,0,0>;


[parte] {} parte "part(icl>quantity)" (s,stem,fem) <P,0,0>;


[integrante] {} integrante "integral(icl>state)" (adj,stem,2G) <P,0,0>;


[carta] {} carta "charter(icl>document)" (s,stem,fem) <P,0,0>;


[presente] {} presente "present(icl>state)" (adj,stem,2G) <P,0,0>;








* This paper was developed at the Núcleo Interinstitucional de Lingüística Computacional, ICMC-USP, CCET-UFSCar, and FCL-UNESP -  CP 668, 13560-970  São Carlos, SP.








